 Study Questions for Chapter 12 of Shadish et al.

“Generalized Causal Inference: Methods for Single Studies” 
p. 375  “Defining typical instances and selecting samples to represent those instances” describes what kind of purposive sampling?  What is the abbreviation for this kind of sampling?

p. 375  Suppose that in a particular city, the high schools fall into three general categories: mainly Hispanic, mainly non-Hispanic, and mixed.  How could a researcher use PSI-Typ to select schools for participation?

p. 375  Suppose there are no statistical data to tell a schizophrenia researcher what is a “typical” schizophrenia patient.  Even in this case, how might a researcher form at least a tentative picture of the “typical” patient?
p. 376 What kind of purposive sampling deliberately includes diverse participants and outcomes?  What is the abbreviation for this kind of sampling?
p. 376  How might a researcher select measures of marital satisfaction, if he or she was using was using PSI-Het?

p. 377 What are the two advantages of achieving heterogeneity?  Why might the first of these advantages also be regarded as a disadvantage?

p. 377 What is the danger of selecting only extreme instances at each end of an impressionistic continuum?  What do Shadish et al recommend instead?

p. 377 What effect can PSI-Het have on statistical power?
p. 378  Describe how Triplett (1898) attempted to increase surface similarity in his study of  bicycle riding.  Give another example from your own reading or experience of a study in which the researcher made an effort to increase surface similarity.
p. 379 Explain how by studying different options, the New Jersey Negative Income Tax experiment gained the ability to interpolate and extrapolate to unstudied levels of the treatment.
p. 379 Give an example from Shadish et al. (p. 379) of how a reliance on operations that are easily available can sometimes undermine surface similarity.

pp. 379  According to Weisz et al. (1992), why was lack of surface similarity a problem for outcome studies on  child and adolescent psychotherapy?
p. 380  A researcher believes (or hopes) that “ethnicity” is an irrelevancy regarding the effectiveness of a treatment.  Explain the meaning of the preceding sentence.  How would the researcher design his or her experiment in order to test the presumption that ethnicity is an irrelevancy.  Which type of purposive sampling is more relevant to this issue (PSI-Typ or PSI-Het)?
p. 381  Even though a researcher may not have the resources to sample heterogeneously, what other strategy, with little cost, can be used?
p. 381  What is the “falsificationist” approach to selecting which variables to make heterogeneous in a particular study?

p. 382 The evaluators of the Job Training Partnership Act hypothesized that the effects would be stronger among some women than among others?  What did they do to test this possibility?  What did they find? 
p. 383  What “discrimination” was important for determining which treatment works best for bee-stings?

pp. 386-387  Do not get “bogged down” in the details of sample reweighting.  Just be able to state (a) why a researcher might use sample reweighting (what is the purpose), (b) what the procedure involves (in very general terms), and (c) why it is necessary to have an estimate of the population characteristics in order to do re-weighting.
pp. 387-388  Again, do not get bogged down in the details of Response Surface Modeling.  Just read through these pages to get the general idea that RSM uses multiple regression (using weights derived from the relationship of certain predictors to treatment effect) to estimate what treatment effect would be expected if the predictors have a certain value.

p. 389  What are the three general approaches that can be used for studying causal explanation?
p. 390  What is participant observation?  Describe how Estroff’s participant observation of psychiatric patients helped generate causal explanations for the results of a randomized experiment involving a model program in Madison, Wisconsin. 

p. 390  In the New Hope study, there was a puzzling finding that boys seemed to benefit more than girls.  How did interviews help illuminate this finding?

pp. 390-391  What did unstructured observation reveal about the most successful groups in the evaluation of medical care evaluation committees (MCEs)?
p. 392 “Causal modeling” and “covariance structure analysis” are other names for what statistical procedure?
p. 393  What are the two reasons that a path diagram is useful?

p. 394  Be able to explain in words is being depicted in each of the four path diagrams in Figure 12.1 (for example, if you were given diagram c, be able to explain that it depicts three variables, V1 and V2, that both of them cause V3, and that V1 and V2 are also correlated).

p. 394  What does an asterisk indicate in the diagrams in Figure 12.1?
p. 394  What does a path coefficient measure?

pp. 394-395  What is the difference between endogenous and exogenous variables in a path diagram?  By looking at a path diagram, how can you quickly tell the difference between these two kinds of variables.

p. 395  Why is a path diagram showing nonrecursive causation seriously misleading?

p. 396  Be able to draw a path diagram that illustrates each of the following: a direct path; an indirect path; a compound path.

p. 396  How is the size of a direct effect measured?  How is the size of an indirect effect measured?  If given a path diagram with direct and indirect paths, be able to calculate both the direct and indirect effects.

p. 397  Why is a “structural model” said to be “structural”?
pp. 397-398  If given a path diagram, be able to write the equations that it represents.

p. 399  What is the most familiar form of latent variable modeling.  If given a verbal description of the results of a factor analysis, be able to draw the corresponding path diagram (that is, the structural equations diagram).

pp. 399-400  What is the difference between the “structural model” and the “measurement model” in structural equations modeling?

pp. 401-402  Comment on the following statement: “In path analysis, measurement error is equally serious in both the predictors and the outcome.”
p. 402  Suppose that three questionnaire measures of happiness are all found to be strongly correlated with the same latent variable.  The researcher happily labels this latent variable “happiness.”  What is the problem here?  What might the researcher have done to be more certain about the correct label for the latent variable?

p. 403 A model is misspecified if it omits a variable that directly causes the effect and is related to a c_______________ or a m________________ in the model.
p. 403  Specification error concerns which variables belong in which e________________, not whether there is error in those variables.
pp. 403-404  Comment on the following statement: “Causal inferences based on structural equations models tend to be approximately as strong as inferences based on experiments.”
p. 404 Comment on the following statement: “When the fit of a causal model to the observed data is poor, there may still be a substantial probability that the model is correctly specified.”

p. 405  Study Figure 12.6 carefully and be sure that you can explain it.  Here are some questions that you should consider: (a) What was the strongest predictor of the Quality of the Mother-Child Relationship at posttest?  What was the strongest predictor of Total Behavior problems at posttest?  What was the size of the path coefficients?  (b) What was the effect  of the intervention on the Quality of the Mother-Child Relationship at posttest?  Was this effect statistically significant?  (c)  What was the direct effect of the intervention on Total Behavior Problems at posttest? What was the indirect effect of the intervention on Total Behavior Problems at posttest, as mediated by the quality of the Mother-Child Relationship at posttest? (Hint: multiply (i) the direct effect of the intervention on the Quality of the Mother-Child Relationship at posttest times (ii) the direct effect of the Quality of the Mother-Child Relationship at posttest on Total Behavior Problems at posttest).  What was the total effect of the intervention on Total Behavior Problems at posttest? (Hint: Add together the direct and indirect effect).  (d) What were the correlations of the intervention with the Quality of the Mother-Child Relationship and Total Behavior Problems at pretest?  Were these correlations statistically significant?  What probably accounts for the size of these correlations?
p. 410  When causal modeling is used with quasi-experimental studies, what assumption is particularly tenuous, even if the groups are similar on pre-tests?  Explain how a confounding variable fits the following definition of model misspecification:  “A model is misspecified if it omits a variable that directly causes the effect and is related to a cause or a mediator in the model” (p. 403).

p. 413  What is the “final word” of Shadish et al. on the application of causal modeling techniques to quasi-experimental and nonexperimental data?

p. 414  Can a firm causal inference be made from the study of Maxwell et al. (1986) that higher levels of discussion increase the success of medical care evaluation (MCE) committees?  Why or why not?  What do Shadish et al. suggest as the next step in exploring this issue?
pp. 414-415  What did Klesges et al. (1986) hypothesize was responsible for the mixed results of antismoking programs at worksites?  How did they test this hypothesis?  How did this test help provide a causal explanation for the treatment?

p. 415  Using the example of drug research, describe the strategies of blockage models and enhancement models.  How do these strategies contribute to causal explanations?
