Study Questions for Chapter 13 of Shadish et al.

“Generalized Causal Inference: Methods for Multiple Studies” 

p. 418 Under what circumstances will a meta-analysis of a treatment result in more credibility than a single study?
pp. 419-420  Describe the five phases of cancer research.  How does this phase model deal with issues of generalizability across persons?  How does it incorporate the principle of discrimination in respect to which cancers the treatment works with?
pp. 419-420  Describe the program of experiments by Latene and colleagues on diffusion of responsibility.  Had did the program of experiments follow the principle of surface similarity?  How did it follow the principle of ruling out irrelevancies?

p. 422 Describe the “box score” or “vote counting” approach to reviewing effectiveness studies.  How are “votes” assigned in favor of intervention effectiveness, against it, or as a tie?
p. 422 From the narrative literature review of marital and family therapy by Gurman and Kniskern (1978), name one way in which the effects generalized, and one way in which the effects did not generalize.

p. 423 Results of narrative reviews combining experimental and nonexperimental research can sometimes be controversial.  For instance, Sir Ronald Fisher, the eminent scientist who developed ANOVA and the theory of random assignment, disputed what conclusions that were based largely on correlational data?
pp. 424-425  What are the four disadvantages of narrative literature reviews?

pp. 425-426  Who coined the term “meta-analysis”?  When?  What outcome was meta-analysis first applied to?
p. 425 What was the “essential innovation” of meta-analysis?

p. 425 Why is a common metric needed when combining the results from different studies?

pp. 426-435  What are the five stages in conducting a meta-analysis? (Hint: Look at the headings in this section.]

p. 427  What is “fugitive literature”?  What is the file drawer problem?  Why is it important to locate the fugitive literature and include it in a meta-analysis?
p. 427  Rather than excluding studies from a meta-analysis using methodological criteria, what do Shadish et al. recommend instead?

p. 428  What are the reasons that the coding of studies in a meta-analysis is often more difficult than it might seem?  What can meta-analysts do to reduce these problems?

p. 429  What are the two most appropriate effect size measures for experiments?  Which is used with continuous outcomes?  Which is used with dichotomous outcomes?  If given the necessary numbers (means and standard deviations, or cell frequencies) for a particular experiment, be able to calculate the appropriate effect size.
p. 431  If all the studies in a meta-analysis use the same outcome measure, what can be used as the common outcome metric?  Give a concrete example.
p. 432  Prior to averaging, the studies in a meta-analysis are usually weighted.  What is the most common, and probably the best justified, approach to weighting?

p. 433 A researcher conducting a meta-analysis finds that the effect sizes are “heterogeneous.”  Explain what this means.  Which model (random effects or fixed effects) probably fits the data better?
pp. 434  When a study has multiple outcome measures, what is commonly done to the effect sizes prior to combining studies?

p. 434  What is publication bias?  What resulting bias does it create in published studies?

p. 436  If you are trying to generalize on the basis of surface similarity whether a particular treatment will work with a particular person, why is a meta-analysis likely to be more informative than a single study?
p. 437 Meyer and Mark (1995) found that nearly all of the 45 studies they reviewed of psychosocial interventions with adult cancer patients were conducted with White women in the United States?  Name two of the five principles regarding generalization that seem not to have been met by this collection of studies.  Explain why you think these principles do not apply in this particular instance.
p. 438  Explain why meta-analysis is often particularly useful for “ruling out irrelevancies”.  Illustrate with an example that you have made up yourself.

pp. 439-440  Explain why some meta-analyses of medical interventions have striven to include homogeneous studies.  Discuss this strategy from the viewpoint of internal validity and external validity.
pp. 440  What was the difference between “clinic therapy” (Weisz et al., 1992) and “clinically representative psychotherapy” (Shadish et al.,  1997)?  

p. 441 What is a double-blind study?  Give a concrete example.
p. 441  In the literature review of patient education by Devine and Cook (1986), what did they find that helped reduce the plausibility of the explanation that recovery measures were measuring hospitals’ need to reduce cost rather than genuine patient recovery?

p. 441 Discuss therapist experience as an example of supposed relevancies that are found to be irrelevant.
pp. 442-443  Explain how meta-analysis can be useful for interpolation and extrapolation.
p. 444 Describe how the meta-analysis by Lipsey (1992) of juvenile delinquency treatments was able to identify relationships that suggested causal relationships.
pp. 445-446  Although Shadish et al. concede that there are threats to the validity of meta-analyses, what do they conclude about the problems of meta-analysis versus those of narrative literature reviews?
p. 446  What did LeLorier et al. (1997) report regarding the results from meta-analyses of smaller experiments and those from single large randomized trials?  What did Cappelleri et al. (1996) conclude?
pp. 446-457  Read these pages.  If I give you the name of a particular problem (the heading) be able to explain what this particular problem or weakness of meta-analyses is.

