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1 ABSTRACT
In statistics, imputation is the process of replacing missing
data with substituted values. When substituting for a data
point, it is known as "unit imputation", when replacing a com-
ponent of a data point, it is known as "item imputation". The
topic of using machine learning algorithms along with im-
putation methods has been rapidly growing due to the vast
amount of data available and the increase in resources to
analyze and or predict an outcome. In this study, we will
combine different machine learning methodologies to fore-
cast stock prices and impute missing educational data. The
educational data used in this work was synthetically gener-
ated by using a machine learning approach.

2 MOTIVATION
• Applications of modern methods for analyzing data

with missing values, based primarily on multiple im-
putation, have in the last half-decade become common
in many fields. For example educational data, data from
American politics and political behavior among others.

• The increase of historical data throughout time along
with its heavily missing values is a great topic of many
literatures. In this work, we will combine different ma-
chine learning algorithms to forecast stock prices and
impute missing educational data.

4 RESULTS 1- FORECASTING OF STOCK PRICES

In theory, it is possible to use arbitrary number of input files
which increase accuracy of the predictions, and allows us to
take into account a lot of dependency in the input data, which
is not available for the calculations with single data file.

Figure 1: Training the neural network for SP500

An argument can be made that it is possible to create one
mathematical model for all stocks that are available on the
market. It is also possible to include additional information:
Natural disasters, international and national political situa-
tion, foreign exchange etc.

Figure 2: Sample Neural Network.
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7 FUTURE RESEARCH
• I plan to evaluate the effectiveness of different existing

statistical tools (MICE, missForest, MI etc.) for forecast-
ing missing data, including appropriate visualizations.

• I will also work on different neural networks and
other machine learning techniques for predicting miss-
ing data and apply the models to solve problems in ed-
ucation, economy, and engineering.
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Figure 3: Researchers from Los Alamos National Lab.

6 CONCLUSION
• In this study, we adapt the neural networks algorithm to process incomplete data.

• The experiment performed confirms its practical usefulness in various tasks and for diverse network architectures. In
particular, it gives comparable results to other methods which require complete data in training.

• The algorithms studied can be applied to several applications in education, economy, and engineering problems.

• The forecasting techniques used in this work can be extended to different problems with hidden information or to com-
plete data sets.

Figure 4: Relations between information in a dataset.

3 METHODS
In this work the following subjects were considered:

1. Multivariate Time Series.
2. Machine learning algorithms.

(a) Neural Networks.
i. Deep Neural Networks.

ii. Convolutional Neural Networks.
iii. Recurrent Neural Networks.

(b) Logistic Regression.
(c) Naive Bayes.
(d) K-Nearest Neighbors.
(e) Support Vector Machine.
(f) Decision Tree.

3. R packages: Amelia, missForest, MI, MICE.

Figure 5: Table of Imputation Methods.

5 RESULTS 2- IMPUTE MISSING DATA
Finding missing data in educational data. The educational
data used in this work was synthetically generated by using
a machine learning approach.

Figure 6: Sample missing data in education.

In order to study effectiveness of different computational,
mathematical, and statistical methods it is possible to adap-
tively create different test cases in an autonomous way.

Figure 7: Generation of missing data in R.


